The goal in diagnosis, as is well known, is accurate determination of a disease causing illness in a patient with symptoms. This goal is achieved mostly by statistical inference of a disease from data (symptoms, tests etc.) as the relationship between a disease and data is usually not unique. In this paper, we shall investigate the method employed for statistical inference (henceforth called inference for brevity) during diagnosis in practice.

We start our investigation by examining the method employed for inferring acute myocardial infarction (MI) during its diagnosis in different patients in practice.

It is well known from experience that acute MI, like any other disease, occurs in different patients with varying presentations and therefore with varying prior probabilities that range from being very low to being very high. For example, it occurs in a healthy 40 year old woman without any cardiac risk factor presenting with highly uncharacteristic chest pain in whom its prior probability is very low at 7 percent (1). It occurs as well in a 65 year old man with multiple cardiac risk factors presenting with highly characteristic chest pain in whom its prior probability is very high, say, 85 percent.

When we see a patient with chest pain, we usually suspect acute MI regardless of whether its prior probability is low or high and perform an EKG to evaluate it.

If acute ST elevation EKG changes with likelihood ratio (LR) OF 13 (2) for acute MI are observed, this test result is interpreted as strong evidence based on the high frequency of 85 percent (3) with which it leads to an accurate inference of acute MI in patients with varying prior probabilities.

Based on this strong evidence, acute MI is inferred to be present in any patient regardless of its prior probability.

The accuracy of inferring acute MI in this manner is 85 percent (3) in patients with varying prior probabilities seen by us, for example, in an emergency room (ER), from where these patients with STEMI are transferred to a cardiac catheterization laboratory for further management.
We note that prior probability does not play any role as prior evidence in inference of acute MI in this manner.

We find this method of inference, which consists of suspecting a disease and inferring it from a test result with high frequency of accurate inferences is employed in practice for inference of any disease which has a test capable of generating a result with LR greater than 10 (4). Thus, pulmonary embolism is inferred from chest CT angiogram, LR 20 (5) and deep vein thrombosis from positive venous ultrasound study, LR 16 (6) in any patient regardless of prior probability in practice.

This method is clearly not Bayesian, as it lacks two key features of the Bayesian method (7) as pointed out below:

(a) Prior probability of a disease does not play any role as prior evidence for it in a patient
(b) A disease is not inferred from its posterior probability which is generated by combining prior probability and likelihood ratio.

We suggest this method is closely similar or identical to the frequentist method of statistical inference introduced by Ronald Fisher and Jerzy Neyman (8) as we discuss below.

In the frequentist method, a cause or explanation is formulated from given phenomena and formulated as a hypothesis which does not have a prior probability attached to it so that it does not have any prior evidence for or against it.

The hypothesis is evaluated by performing a test and inferred to be correct if the test result has a high frequency of accurate inference of the cause as determined experimentally by a test of significance or by a confidence argument.

It is implicitly assumed in the frequentist method that the cause being evaluated is distributed normally in the sample being studied.

In the method employed for inference in practice, we suggest, a presentation functions as phenomena from which a disease is suspected and formulated as a
diagnostic hypothesis which does not have any prior probability attached to it so that it does not have any prior evidence for or against it just as is done in the frequentist method.

This hypothesis is evaluated by performing a test and inferred to be correct if the test result has a high frequency of accurate inference of the disease in a series of patients with varying prior probabilities, which is very similar to what is done in the frequentist method.

In addition, a disease tends to be distributed normally in an unselected series of patients in whom we suspect it in practice. For example, in the well known PIOPED study about diagnosis of pulmonary embolism (9), 68 percent of 252 cases of pulmonary embolism occurred in patients with intermediate (20-79 percent) prior probability, 9 percent in patients with low (0-19 percent) and 23 percent in patients with high (80-100 percent) prior probability.

The finding of 68 percent cases of pulmonary embolism in patients with intermediate prior probability clearly indicates, we believe, a trend for its distribution to be normal.

We suggest, the reason for a trend towards normal distribution of a disease is the large number of independent factors (10) such as patient’s age, sex, various risk factors, various symptoms etc. which make up a presentation from which its prior probability is derived.

Due to this striking resemblance, we conclude the method employed for inference in practice is frequentist with one difference from the standard method.

The difference is that in practice, the high frequency of accurate inference of a disease which functions as strong evidence is obtained naturally from an unselected series of patients seen over a period of time, while in the standard method, this high frequency is generated experimentally by a test of significance or by a confidence argument.

The key difference between the Bayesian and the frequentist methods is that evidence in the former is represented by probability of a disease while in the
latter it is represented by probability, in the form of a frequency, of a procedure in leading to an accurate inference (8).

The other important difference to which we have already alluded to, is that a presentation from which a hypothesis is formulated plays no further role in inference which is done purely from the test result. In the Bayesian method, on the other hand, a prior probability derived from a presentation represents prior evidence.

We shall now examine why the frequentist method is employed for inference during diagnosis and not the Bayesian method which has actually been prescribed as the normatively correct method.

1. The most important reason, we suggest, is that the frequentist method leads to an accurate inference in practically every patient regardless of prior probability of a disease. This is made possible by the fact that prior probability does not represent prior evidence which allows a disease with atypical presentation (low prior probability) to be suspected, tested and inferred if it is present. It is due to this feature of the frequentist method that diseases which are rare or have highly atypical presentations are inferred correctly in published diagnostic exercises in real patients such as clinicopathologic conferences (CPCs) and clinical problem solving exercises (11, 12).

In the Bayesian method, on the other hand, a disease with an atypical presentation may not be suspected or tested due to its low prior probability being interpreted as prior evidence against it leading to a serious diagnostic error. This is likely to occur, for example, in the 40 year old woman mentioned above in whom the prior probability of acute MI is only 7 percent.

The Bayesian method thus encourages failure to suspect a disease with an atypical presentation which has been reported as an important cause of diagnostic errors in several studies (13, 14).

2. A frequentist inference in practice is experience based as it is made from a frequency as evidence which is derived from a heterogenous series of
patients with varying prior probabilities which we have actually observed. For example, the inference of acute MI from acute ST elevation EKG changes is validated by our experience of finding this inference to be correct in 85 percent (8 to 9 out of 10) patients with varying prior probabilities. This experience derived from a heterogenous series is legitimate, we believe, because acute MI is the same disease with the same pathophysiology in all patients, as far as we know, regardless of prior probability.

A Bayesian inference made from a posterior probability would not be experience based as it refers to a frequency of a disease in a homogenous series of patients who are similar. For example, the Bayesian inference of acute MI being indeterminate which is made from a posterior probability of 50 percent generated by combining the prior probability of 7 percent and LR of 13 in the 40 year old woman (Appendix 1) is not likely to be validated by our experience as we are unlikely to have observed a frequency of acute MI of 50 percent in a series of patients similar to her.

3. A frequentist inference is made from a test result with high LR which indicates a key feature of the disease being inferred. For example, acute MI is inferred from acute ST elevation EKG changes, LR 13 which indicates acute myocardial injury that is a key feature of acute MI. As anyone can observe this test result, this inference is objective. On the other hand, there may be a difference of opinion about a Bayesian inference as it is made from a posterior probability which is generated from a prior probability that is often derived subjectively.

4. The frequentist method is consistent with the clinically useful practice of creating a comprehensive differential diagnosis which includes diseases with high as well as those with low prior probabilities (15) as prior probability does not represent prior evidence in this method. In the Bayesian method, on the other hand, a disease with a low prior probability may not be included in a differential diagnosis due to prior evidence against it.
Also the clinically useful practice of asking ‘What else could it be’ in a difficult diagnostic situation (16) which encourages us to think of a disease with a very low prior probability may not be possible with the Bayesian method.

5. The frequentist method is simple to execute in practice as it makes a clear distinction between a presentation and a test result with a high frequency of accurate inference. In this method, estimation of an accurate prior probability is not required as it plays no role as prior evidence. We suspect a disease from a presentation and infer it from a test result with a high frequency. There is no mathematical calculation required to combine evidence from two sources such as is needed in the Bayesian method. Due to its simplicity, the frequentist method is employed in practice by a wide range of healthcare providers which include physicians, nurse practitioners, nurses.

The Bayesian method is comparatively difficult as it requires a mathematical calculation which combines a prior probability and a likelihood ratio to generate a posterior probability. It is our impression most healthcare providers are not familiar with this calculation.

6. In the frequentist method, only a test result with high LR (usually greater than 10), which leads to a high frequency of accurate inference counts as strong or conclusive evidence.

In the Bayesian method, even a test result with LR of 1, which is known to be clinically worthless, may appear to provide strong evidence. For example, in the 65 year old man mentioned earlier, in whom the prior probability of acute MI is 85 percent, the test result, non-specific T wave EKG changes with LR of 1, when combined with the prior probability leads to a posterior probability of 85 percent, from which acute MI would be inferred with near certainty (Appendix 2).

7. In the frequentist method, we may include any number of suspected diseases which have high prior probabilities as diagnostic hypotheses in a differential diagnosis.
In the Bayesian method, we are limited by the rule that the prior probabilities of all suspected diseases should add up to 1 (8). Therefore, strictly speaking, we cannot include a disease with prior probability of 0.7 (70 percent) as well as a disease with prior probability of 0.6 (60 percent) in a differential diagnosis in the same patient in this method.

8. The diagnostic accuracy of the frequentist method which is employed for inference in practice is known to be high at 85 to 90 percent (17) which is why we employ it.

The diagnostic accuracy of the Bayesian method, on the other hand, is unknown as it is not employed in practice.

Thus we do not find the Bayesian method to have any advantage over the frequentist method as far as diagnostic accuracy is concerned which makes us wonder why it has been prescribed as the normatively correct method of inference during diagnosis as diagnostic accuracy in every patient is our goal in diagnosis.

It turns out on examining its prescription in the early 1960s that it was not prescribed due to its diagnostic accuracy but because it is rational, as a Bayesian inference is (like) a bet placed on it with odds based on its probability (18). It is believed to be rational as it ensures we shall not be wrong in the long run (that is not lose a bet in the long run). This notion of rationality, we believe, is not applicable to diagnosis, because our goal in diagnosis is not long run accuracy but accuracy in every individual patient. As this individual accuracy cannot be provided by a probability based Bayesian method, it is not employed, we believe, for inference in practice as we have discussed above.

We believe if the goal and process of inference in diagnosis had been carefully studied prior to prescription of the Bayesian method, it would not have been prescribed and some other more suitable method such as the frequentist method would have been considered for prescription. The frequentist method is as much a well established method of statistical inference as the Bayesian method is.

The manner in which the Bayesian method was prescribed appears to us to be similar to performing diagnosis in a patient without a careful study of the
diagnostic situation and without creation of a differential diagnosis. It was done in this manner perhaps because in the early 1960s, when it was done, the cognitive revolution overthrew the behavioral theory of thinking and Bayesian reasoning was held to be normatively correct in all fields due to its rationality (19).

There have been misgivings earlier about Bayesian reasoning in diagnosis which were expressed most forcefully by the eminent clinical investigator, Alvan Feinstein, in 1977 (20) as follows:

I know of no published work in which the initial claims of a Bayesian enthusiast have been confirmed by the results found in clinical reality.

I know of no clinical setting or institution in which the Bayesian diagnostic methods are being regularly used for practical diagnostic purposes

In a routine or specialized manner. I know of no specific constructive, practical diagnostic decisions- involving real patients, data and doctors-

In which the Bayesian methods have made a prominent contribution that could not have been achieved as easily without Bayes’ formula. (If readers know of any, I hope they will tell me).

We find Feinstein’s words to be as true today, more than 40 years later, as they were when he wrote them in 1977.

We too have not found the Bayesian method to be employed for inference in any diagnostic exercises in real patients such as clinicopathologic conferences (CPCs) and clinical problem solving exercises which are published regularly in the New England Journal of Medicine (12,13). We found the frequentist method to be employed for inference in all these exercises.

The disparity between theory, in which the Bayesian method is prescribed, and practice, in which the frequentist method is used for inference during diagnosis, creates ambiguity, we believe, about the correct method of inference. We believe it is important to align theory and practice for the sake of reducing diagnostic errors by discontinuing prescription of the Bayesian method based on the
discussion in this paper. This alignment would also be of value, we believe, in teaching diagnosis to medical students and in developing more accurate computer programs for diagnosis.

Appendix 1

Prior probability of 7 percent = Prior odds of 1/13

In odds form of Bayes’ theorem,

Posterior odds = Prior odds x Likelihood ratio

Therefore,

Posterior odds = 1/13 x 13 = 1/1 = Posterior probability of 50 percent.

Appendix 2

Prior probability of 85 percent = Prior odds of 85/15

In odds form of Bayes’ theorem,

Posterior odds = Prior odds x Likelihood ratio

Therefore,

Posterior odds = 85/15 x 1 = Posterior probability of 85 percent.
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